Abstract. In this paper, we derive a new fast algorithm for the matrix-valued Nevanlinna-Pick interpolation. Given \( n \) distinct points \( z_k \) in the unit disk \( |z| < 1 \) and \( n \) complex matrices \( W_k \) of dimension \( m \times m \), satisfying the Pick condition for \( 1 \leq k \leq n \), the new Nevanlinna-Pick interpolation algorithm requires only \( \frac{3n^2m^3}{2} \) complex arithmetic operations to evaluate the matrix-valued interpolatory rational function at any particular value of \( z \), in contrast to the recently proposed algorithm which requires approximately \( 95nm^3 \) arithmetic operations.

§1. Introduction

The classical Nevanlinna-Pick interpolation [13,14] has been shown to be a very useful tool in systems control engineering, particularly in the so-called \( H^\infty \)-control theory [3], stable systems design [1,4], circuit design [7], and system sensitivity minimization [16]. In modern mathematics, the Nevanlinna-Pick interpolation has been generalized to obtain very abstract results [3,8,9,10,15], which have also been directly and indirectly applied to systems control engineering and many other practical areas [1,3,4,7,16].

We have investigated the computational complexity and parallelism of the Nevanlinna-Pick interpolation, for the scalar-valued case in [11] and the matrix-valued case in [2]. The results which we have obtained up to now are summarized in Table 1. In this table, \( n \) is the number of interpolation points \( z_1, \ldots, z_n \) and \( m \) is the dimension of the square matrix-valued function \( F(z) \) that interpolates the given data \( W_1, \ldots, W_n \) described in the Abstract.

The main result of the present paper is given in the last row of Table 1. As is well-known, the matrix-valued interpolation is a difficult problem in computation. However, it is also very important since it provides
optimal solutions for many multi-input/multi-output control systems that are the most demanding settings in applications. In this paper, we extend the fast computational algorithm developed in [12] from the scalar-valued Nevanlinna-Pick interpolation to the matrix-valued setting. A detailed analysis of its computational complexity is given in the last section. We are currently investigating fast parallel algorithms for this matrix-valued Nevanlinna-Pick interpolation problem.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Operations</th>
<th>Processors</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Scalar NP) Sequential</td>
<td>$O(n^2)$</td>
<td>1</td>
<td>[11]</td>
</tr>
<tr>
<td>(Scalar NP) Parallel</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
<td>[11]</td>
</tr>
<tr>
<td>(Scalar NP) Fast Sequential</td>
<td>$O(n)$</td>
<td>1</td>
<td>[12]</td>
</tr>
<tr>
<td>(Scalar NP) Fast Parallel</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>[12]</td>
</tr>
<tr>
<td>(Matrix NP) Sequential</td>
<td>$95mn^3$</td>
<td>1</td>
<td>[2]</td>
</tr>
<tr>
<td>(Matrix NP) Fast Sequential</td>
<td>$\frac{29}{3}nm^3$</td>
<td>1</td>
<td>This Paper</td>
</tr>
</tbody>
</table>

§2. Matrix-Valued Nevanlinna-Pick Interpolation Problem

We first state the matrix-valued Nevanlinna-Pick interpolation problem. Let $M(z)$ denote an arbitrary $m \times m$ matrix-valued function of the complex variable $z$, and define

$$H_1^\infty = \{ M(z) : M(z)M(z)^* \leq I \text{ in } |z| < 1 \},$$

where $M(z)^*$ is the complex conjugate of $M(z)$. Given $n$ distinct points $z_1, z_2, \ldots, z_n$ in the unit disk $|z| < 1$ and $n$ $(m \times m)$ complex constant matrices $W_1, W_2, \ldots, W_n$ in $H_1^\infty$ satisfying the Pick condition that the Pick matrix

$$P = \begin{bmatrix} I - W_kW_k^* \\ 1 - z_kz_k^* \end{bmatrix}_{(nm) \times (nm)}$$

is nonnegative definite, find an $F(z)$ from $H_1^\infty$ such that $F(z_k) = W_k$ for all $k = 1, 2, \ldots, n$.

Note that the condition $M(z)M(z)^* \leq I$ given above is equivalent to that $M(z)$ is analytic in $|z| < 1$ and bounded in the sup-norm on $|z| = 1$.

§3. Description of the New Algorithm

Here, we extend the fast algorithm for the scalar-valued Nevanlinna-Pick interpolation developed by us in [12] to the matrix-valued case described
above, and derive a new algorithm. Define two functions: a scalar-valued function
\[ a_k(z) := \frac{z - z_k}{1 - z z_k} \]  \hspace{1cm} (1)
and a matrix-valued function
\[ B_k(Z) := [I + ZW_k^*]^{-1}[Z + W_k] \]  \hspace{1cm} (2)
for \( k = 1, 2, \cdots, n \), where \( I \) is the \( m \times m \) identity matrix and \( Z \) is an \( m \times m \) matrix-valued complex variable (which will be substituted by some meaningful variables in the algorithm). The new algorithm for the matrix-valued Nevanlinna-Pick interpolation is the following:

The New Matrix-Valued Nevanlinna-Pick Interpolation Algorithm

**Input:** \( z_k \) and \( W_k \) for \( 1 \leq k \leq n \).

**Step 1:** Set \( F_0(z) = I \).

**Step 2:** For \( k = 1, 2, \cdots, n \), compute the \( m \times m \) matrix-valued function \( F_k \) recursively by \( F_k(z) = B_k(a_k(z)F_{k-1}(a_k(z))) \).

**Output:** \( F(z) = F_n(z) \).

In the above, \( a_k(z) \) is a scalar and \( F_{k-1}(a_k(z)) \) is an \( m \times m \) matrix. Thus, the operation \( a_k(z)F_{k-1}(a_k(z)) \) is a scalar-to-matrix operation. The final result \( F(z) := F_n(z) \) obtained in this algorithm satisfies the Nevanlinna-Pick interpolation requirement \( F(z)F(z)^* \leq I \) for \( |z| < 1 \), with \( F(z_k) = W_k \) for \( k = 1, 2, \cdots, n \).

Compared to the fast algorithm for the scalar-valued Nevanlinna-Pick interpolation [12], one can see that this matrix-valued interpolation algorithm has exactly the same structure, which is different by nature from the classical interpolation algorithm.

§4. Derivation of the Algorithm

Since the new algorithm is similar to the fast algorithm for the scalar-valued Nevanlinna-Pick interpolation developed in [12], the derivation can be carried out in exactly the same way as in [12], except some technical steps in handling the matrices and, in particular, matrix inversions. Recall that the main analytic tool used in [12] is the operator theoretic interpolation theorem, which holds naturally for matrix-valued functions. To verify these matrix-vector formulations and calculations, we outline the proof here for completeness of the presentation.

For the simplest case \( n = 1 \), it is clear that the rational function
\[ F_1(z) = B_1(a_1(z)I) = \left[ I + \frac{z - z_1}{1 - z z_1} W_1 \right]^{-1} \left[ \frac{z - z_1}{1 - z z_1} I + W_1 \right] \]
is in $H_l^\infty$ and satisfies the interpolation condition $F_1(z_1) = W_1$. Hence, we only consider the nontrivial case where $n \geq 2$ in the following. To establish the result for the general case, however, we need some advanced mathematics.

Let $V$ be a linear space with dual $V'$, and $\mathcal{L}(V)$ the space of all linear operators from $V$ into itself. For each $A$ in $\mathcal{L}(V)$, let $A'$ be its adjoint, so that $(x', A x) = (A' x', x)$ for all $x \in V$ and $x' \in V'$. As usual, a subspace $D \subseteq V'$ is called an invariant subspace under $A'$ if $A'(D) \subseteq V'$. The following so-called Interpolation Theorem (for the Nudelman problem) can be found in [19].

**Lemma A.** Let $A \in \mathcal{L}(V)$ and $b, c \in V$ be given. Let $D \subseteq V'$ be an invariant subspace of $V'$ under $A'$ such that $\sum_{j=0}^{\infty} \|(x', A^j c)\|^2 < \infty$ for all $x' \in D$. Then the following two statements are equivalent:

(i) There exists a symbol $h(z) = \sum_{j=0}^{\infty} z^j h_j$ in $H_l^\infty$ such that $(x', b) = \sum_{j=0}^{\infty} (x', A^j c) h_j$ for all $x' \in D$.

(ii) For all $x' \in D$, $\sum_{j=0}^{\infty} \|(x', A^j b)\|^2 \leq \sum_{j=0}^{\infty} \|(x', A^j c)\|^2$.

For the matrix-valued Nevanlinna-Pick interpolation problem given above, we may without loss of generality only consider the case where $W_k W_k^* < I$ for all $k = 1, 2, \ldots, n$. The reason is that by the Pick condition we have $\frac{I - W_k W_k^*}{1 - z_k \bar{z}_k} \geq 0$, so that if $W_k W_k^* = I$ then $\frac{I - W_k^*(z_k) W_k^*(z_k)}{1 - z_k \bar{z}_k} = 0$. However, since the Pick matrix is Hermitian, we have

$$\left| \frac{I - W_k W_k^*}{1 - z_k \bar{z}_k} \right| \leq \frac{I - W_k^* W_k}{1 - z_k \bar{z}_k}, \quad \ell = 1, 2, \ldots, n.$$ 

Thus, $W_k W_k^* = I$ implies that $W_k = W_1$ for all $\ell = 1, 2, \ldots, n$. In other words, since the Pick condition is assumed, if $W_k W_k^* = I$ then we must have $W_\ell = W_1$ for all $\ell = 1, 2, \ldots, n$ in the given data, and so the constant function $F(z) = W_1$ is an expected result that satisfies both $F(z) \in H_l^\infty$ and $F(z_k) = W_k, k = 1, 2, \ldots, n$.

To verify the algorithm for the nontrivial case where $W_k W_k^* < I$ for all $k = 1, 2, \ldots, n$, we first observe that if $F(z) = F_n(z)$ is an expected result, then we must have

$$W_k = F(z_k) = B_n(a_n(z_k) F_{n-1}(a_n(z_k)))$$

$$= [I + a_n(z_k) F_{n-1}(a_n(z_k)) W_n]^{-1} [a_n(z_k) F_{n-1}(a_n(z_k)) + W_n],$$

so that

$$a_n(z_k) F_{n-1}(a_n(z_k)) = [W_k - W_n] [I - W_n^* W_k]^{-1}$$

for all $k = 1, 2, \ldots, n$. Defining

$$\bar{z}_k = a_n(z_k) \quad \text{and} \quad \bar{W}_k = \frac{1 - \bar{z}_k \bar{z}_k}{\bar{z}_k - z_k} [W_k - W_n] [I - W_n^* W_k]^{-1},$$
for } k = 1, 2, \ldots, n-1, \text{ we have } \lvert \tilde{z}_k \rvert < 1, \quad \tilde{W}_k \tilde{W}_k^* < I, \text{ and } F_{n-1}(\tilde{z}_k) = \tilde{W}_k, \quad k = 1, 2, \ldots, n-1. \text{ This means, by reversing the above procedure, that if we can find an } F_{n-1}(z) \text{ such that } F_{n-1}(\tilde{z}_k) = \tilde{W}_k, \quad k = 1, 2, \ldots, n-1, \text{ then we obtain }

F(z) = B_n(a_n(z) F_{n-1}(a_n(z))),

which satisfies both } F(z) \in H_1^\infty \text{ and } F(z) = W_k, k = 1, 2, \ldots, n.

In order to prove the existence of the function } F_{n-1}(z), \text{ we apply Lemma A, together with the given Pick's condition. In doing so, we let } V = V' = C^{(n-1)\times m} \text{ be the } (n-1)\text{-product of the complex space } C^m, \text{ and we set }

\[
A = \begin{bmatrix}
\tilde{z}_1I & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \tilde{z}_{n-1}I
\end{bmatrix}, \quad b = \begin{bmatrix}
\tilde{W}_1 \\
\vdots \\
\tilde{W}_{n-1}
\end{bmatrix}, \quad \text{ and } c = \begin{bmatrix}
I \\
\vdots \\
I
\end{bmatrix},
\]

where } A \text{ is of dimension } (n-1)m \times (n-1)m \text{ while } b \text{ and } c \text{ are of dimension } (n-1)m \times m. \text{ Then we have } A^j c = \begin{bmatrix}
\tilde{z}_1^j I & \cdots & \tilde{z}_{n-1}^j I
\end{bmatrix}^\top \text{ for } j = 0, 1, \ldots.

For any } a = [a_1, \ldots, a_{n-1}]^\top_{(n-1)\times m} \text{ and } y = [y_1, \ldots, y_{n-1}]^\top_{(n-1)\times m}, \text{ we define } (y, a) = \sum_{k=1}^{n-1} y_k a_k \text{ and }

\[|(y, a)|^2 = (y, a)(y, a)^* = \sum_{k=1}^{n-1} \sum_{i=1}^{n-1} y_k a_k a_i^* y_i^*.\]

Thus, for any } y \in C^{(n-1)\times m}, \text{ we can verify that }

\[\sum_{j=0}^{\infty} |(y, A^j c)|^2 = \sum_{j=0}^{\infty} \sum_{k=1}^{n-1} \sum_{i=1}^{n-1} y_k (\tilde{z}_i^j I)(\tilde{z}_j^i I) y_i^* < \infty,
\]

so that the condition stated in the lemma is satisfied.

Next, we show that the inequality in (ii) of the lemma is also satisfied. Once this is verified, we have the representation formula in (i) of the theorem, which is

\[
\sum_{k=1}^{n-1} \sum_{i=1}^{n-1} y_k \tilde{W}_k \tilde{W}_i^* y_i^* = |(y, b)|^2 = \sum_{j=0}^{\infty} (y, A^j c) H_j \sum_{l=0}^{\infty} H_j^\star (A^j c, y) \\
= \sum_{k=1}^{n-1} \sum_{i=1}^{n-1} y_k F_{n-1}(\tilde{z}_k) F_{n-1}^\star(\tilde{z}_i) y_i^*.
\]
for all \( y \in \mathcal{C}^{(\mathbb{C}^{(n-1)m})\times m} \), where \( F_{n-1}(z) := \sum_{j=0}^{\infty} z^j H_j \) is a matrix-valued function of \( z \). Clearly, this function \( F_{n-1}(z) \) exists in \( \mathbb{H}_1^{\infty} \) and satisfies \( F_{n-1}(z_k) = W_k \) for \( k = 1, 2, \ldots, n - 1 \), since \( y \in \mathcal{C}^{(\mathbb{C}^{(n-1)m})\times m} \) is arbitrary.

To show that the inequality in (ii) of the lemma holds, we note that
\[
\sum_{j=0}^{\infty} |(y, A^j c)|^2 = \sum_{j=0}^{\infty} |(y, A^j b)|^2 = \sum_{k=1}^{n-1} \sum_{\ell=1}^{n-1} y_k \frac{I - W_k W_{k,\ell}^*}{1 - z_k z_{\ell}} y_{\ell} \geq 0,
\]
by the Pick condition. Hence, we have
\[
\sum_{j=0}^{\infty} |(y, A^j b)|^2 \leq \sum_{j=0}^{\infty} |(y, A^j c)|^2,
\]
that is, the inequality indeed holds. This completes the derivation of the new algorithm.

§5. Computational Complexity of the New Algorithm

Given the complex numbers \( z_k \) and the \( m \times m \) complex matrices \( W_k \) for \( 1 \leq k \leq n \), and a particular value of \( z \), the new matrix-valued NevanlinnaPick interpolation algorithm computes the complex matrix \( F(z) \). In order to calculate the number of arithmetic operations required to compute the matrix \( F(z) \), we perform scalar-to-matrix multiplication, matrix-to-matrix addition and multiplication, and matrix inverse computations. Following the assumptions (with justifications) made in our earlier paper [2], we take the number of arithmetic operations required to perform these matrix operations as follows:

The Number of Arithmetic Operations Required by Matrix Operations

<table>
<thead>
<tr>
<th>Matrix Operation</th>
<th>Arithmetic Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalar-to-matrix multiply</td>
<td>( m^2 )</td>
</tr>
<tr>
<td>Matrix-to-matrix add</td>
<td>( m^2 )</td>
</tr>
<tr>
<td>Matrix-to-matrix multiply</td>
<td>( 2m^3 - m^2 )</td>
</tr>
<tr>
<td>Matrix inverse</td>
<td>( \frac{5}{2}m^3 + O(m^2) )</td>
</tr>
</tbody>
</table>

Let \( T(n) \) be the number of arithmetic operations required to compute the \( m \times m \) matrix \( F_n(z) \). In order to compute \( F_n(z) \), the algorithm recursively calls itself. First, it computes \( a_n(z) \) using the formula
\[
a_n(z) := \frac{z - a_n}{1 - z a_n},
\]
which requires 4 complex arithmetic operations. The algorithm then calls itself with \( a_n(z) \) as the input to compute \( F_{n-1}(a_n(z)) \). According to our assumption, this requires \( T(n-1) \) arithmetic operations. After the \( m \times m \) matrix \( X := F_{n-1}(a_n(z)) \) is returned, we need to compute
\[
F_n(z) = B_n(a_n(z) X) := B_n(Y) := [I + Y W_k^*]^{-1}[Y + W_k].
\]
This is accomplished by first computing \( Y := a_n(z) X \), which requires \( m^2 \) arithmetic operations (scalar-to-matrix multiply). Then, \([I+YW_k]^*\) is computed using \( 2m^3 - m^2 + m \) arithmetic operations (a matrix-to-matrix multiply followed by adding 1s to the diagonal of this matrix). The inversion of the matrix \([I+YW_k]^*\) requires \( \frac{8}{3} m^3 + O(m^2) \) arithmetic operations. We then perform the matrix-to-matrix addition to compute \( Y + W_k \) using \( m^2 \) arithmetic operations. Finally, the matrices \([Y+YW_k]^{-1}\) and \([Y+YW_k]\) are multiplied using \( 2m^3 - m^2 \) arithmetic operations. Summing these values, we calculate the number of arithmetic operations to compute \( F_n(z) \) as

\[
T(n) = T(n-1) + \frac{20}{3} m^3 + O(m^2).
\]

This recursion gives the total number of arithmetic operations to compute \( F(z) \) as \( \frac{23}{3} m^3 \) plus the lower order terms. The algorithm proposed in this paper avoids computing matrix square-roots and inverse-square-roots, and thus much faster than the algorithm described in [2].
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